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Abstract. We show that the hermitian K-theory space of a commutative ring R can be identified, up to A1-
homotopy, with the group completion of the groupoid of oriented finite Gorenstein R-algebras, i.e., finite
locally free R-algebras with trivialized dualizing sheaf. We deduce that hermitian K-theory is universal
among generalized motivic cohomology theories with transfers along oriented finite Gorenstein morphisms.
As an application, we obtain a Hilbert scheme model for hermitian K-theory as a motivic space. We also
give an application to computational complexity: we prove that 1-generic minimal border rank tensors
degenerate to the big Coppersmith–Winograd tensor.
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1. Introduction

A recent development in motivic homotopy theory is the theory of framed transfers, introduced in
[Voe01] and studied further in [GP21], [EHK+21] and other works. The fundamental results of this the-
ory are as follows. First, the reconstruction theorem [EHK+21, Theorem 3.5.12] states that every gen-
eralized motivic cohomology theory has a unique structure of (coherent) framed transfers, i.e., has co-
variance along finite syntomic maps of schemes equipped with a trivialization of the cotangent complex.
Second, the motivic recognition principle [EHK+21, Theorem 3.5.14] shows that every P1-connective
(also called “very effective”) motivic spectrum is a suspension spectrum on its infinite P1-loop space,
when framed transfers on the space are taken into account. With these tools in hand, several important
motivic spectra can be described geometrically as framed suspension spectra of certain moduli stacks of
schemes. For example, the algebraic cobordism spectrum is the framed suspension spectrum of the stack
of finite syntomic schemes [EHK+20b, Theorem 3.4.1], and the effective algebraic K-theory spectrum
is the framed suspension spectrum of the stack of finite flat schemes [HJN+21, Theorem 5.4].
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From the point of view of moduli of schemes, there are three natural conditions of interest: Cohen–
Macaulay, Gorenstein, and local complete intersection, see [Har10, Chapters 8–9]. Being Cohen–
Macaulay is automatic for finite schemes, so by the discussion above, the first and third conditions
relate to algebraic K-theory and algebraic cobordism, respectively.

In this article, we connect the second condition, being Gorenstein, to another important cohomology
theory, namely, hermitian K-theory. We show that, over a field of characteristic not 2, hermitian K-
theory is the framed suspension spectrum of the stack of finite Gorenstein algebras equipped with an
orientation, meaning a trivialization of the dualizing line bundle (Theorem 7.12):

kq ≃ Σ∞fr FGoror.

This identification allows us to complete the description of all well-known generalized motivic coho-
mology theories as motivic spectra with framed transfers, which we summarize in §1.2 below (see also
Theorem 10.1).

The infinite P1-loop space of kq is motivically equivalent to the group completion of the stack Vectsym

of vector bundles with a non-degenerate symmetric bilinear form. Using the motivic recognition prin-
ciple, the equivalence kq ≃ Σ∞fr FGoror follows from the fact that the forgetful map of commutative
monoids FGoror → Vectsym induces an A1-equivalence after group completion (Theorem 3.1); the A1-
inverse map is given by sending a symmetric vector bundle V to [V ⊕ O[x]/x2] − [O[x]/x2]. To prove
this result, we employ several explicit A1-homotopies. A key ingredient is the intermediate notion of an
isotropically augmented oriented Gorenstein algebra, which is a condition that allows to split off a copy
of the dual numbers in a controlled way.

We would like to emphasize that, although Theorem 3.1 is analogous to [HJN+21, Theorem 3.1], the
proof in loc. cit. cannot be applied in the hermitian context. Indeed, while the square-zero extension
functor Vectd → FFlatd+1 is an A1-equivalence, the analogous functor Vectsym

d → FGoror
d+2, which adds

a copy of the dual numbers, is not an A1-equivalence; we show this explicitly for the base field R
in Proposition 6.1. Instead, Vectsym

d is A1-equivalent to the substack of isotropic oriented Gorenstein
algebras FGoror,0

d+2, defined by the condition that the orientation vanishes at the unit.

As a corollary of our results, we get a Hilbert scheme model for the Grothendieck–Witt space GW

(Corollary 5.4): we show that it is motivically equivalent to Z × HilbGor,or
∞ (A∞), where HilbGor,or

d (An) is
the Hilbert scheme of degree d finite Gorenstein subschemes of An equipped with an orientation. We
also give a new proof of the motivic equivalence GW ≃ Z × GrO∞ due to Schlichting and Tripathi
[ST15], where GrOd is the orthogonal Grassmannian (see Corollary 5.7). A notable difference between
these two models is that, when 2 is not invertible, the oriented Hilbert scheme gives the “genuine sym-
metric” variant of Grothendieck–Witt theory defined in [CDH+20a, CDH+20b], whereas the orthogonal
Grassmannian corresponds to the “genuine even” variant.

Remark 1.1. None of the techniques in this paper require 2 to be invertible. This assumption only
appears in statements that involve the motivic spectra KQ or kq, which so far have only been defined
over Z[ 1

2 ]-schemes (see however Remark 7.3).

Our arguments have an unexpected direct application to complexity theory. One of the central prob-
lems there is bounding the asymptotic complexity of matrix multiplication [BCS97, Lan17]. The current
algorithm giving the upper bound (called the laser method) rests on the existence of certain tensors of
minimal border rank, most notably the big Coppersmith–Winograd tensor CWq. In Corollary 4.3 we
show that every 1-generic tensor of minimal border rank degenerates to CWq, thus the latter is the most
degenerate one; it has the smallest value, which is very surprising given that the whole algorithm de-
pends critically on the value of CWq. Equally surprising is the fact that this result is seemingly not
known to researchers in tensor world, even though it is much easier to obtain than our main results,
since the degeneration need not be canonical.

Oriented Gorenstein algebras are also called commutative Frobenius algebras and appear in a differ-
ent context: they classify 2-dimensional topological field theories [Lur09, Section 1.1].
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1.2. Framed models for motivic spectra. We give here an overview of the known framed models for
motivic spectra. We work over a base field k for simplicity and refer to Section 10 for more detailed
statements and references. Consider the following presheaves of∞-groupoids on the category of smooth
k-schemes:

• Z is the constant sheaf with fiber Z;
• GW is the sheaf of unramified Grothendieck–Witt groups;
• Vect is the groupoid of vector bundles;
• Vectsym is the groupoid of non-degenerate symmetric bilinear forms;
• FFlat is the groupoid of finite flat schemes;
• FGoror is the groupoid of oriented finite Gorenstein schemes;
• FSyn is the groupoid of finite syntomic schemes;
• FSynor is the groupoid of oriented finite syntomic schemes;
• FSynfr is the∞-groupoid of framed finite syntomic schemes [EHK+21, 3.5.17].

Then the forgetful maps

FSyn FFlat Vect Z

FSynfr FSynor FGoror Vectsym GW

induce, upon taking framed suspension spectra, the canonical morphisms of motivic E∞-ring spectra
over k (assuming char k , 2 for kq):

MGL kgl kgl HZ

1 MSL kq kq HZ̃.

≃

≃

Here, 1 is the motivic sphere spectrum, MGL (resp. MSL) is the algebraic (resp. special linear) cobor-
dism spectrum, kgl (resp. kq) is the very effective algebraic (resp. hermitian) K-theory spectrum, and
HZ (resp. HZ̃) is the motivic cohomology (resp. Milnor–Witt motivic cohomology) spectrum.

One application of these geometric models is that they allow us to describe modules over these mo-
tivic ring spectra in terms of the corresponding transfers. For example, we prove in Theorem 9.2 that
modules over hermitian K-theory are equivalent (at least in characteristic 0) to generalized motivic coho-
mology theories with coherent transfers along oriented finite Gorenstein maps. The fact that hermitian
K-theory has such transfers is well-known (see for example [Gil03b, §0]), and this result characterizes
hermitian K-theory as the universal such cohomology theory.

Acknowledgments. We are thankful to Tom Bachmann, Joseph M. Landsberg, Rahul Pandharipande
and Burt Totaro for helpful discussions. We would like to thank SFB 1085 “Higher invariants” and
Regensburg University for its hospitality. Yakerson was supported by a Hermann-Weyl-Instructorship
and is grateful to the Institute of Mathematical Research (FIM) and to ETH Zürich for providing perfect
working conditions.

2. Oriented Gorenstein algebras

In this section we introduce several types of algebras and their properties, which will later be used in
the proof of the main theorem. All rings and algebras are assumed commutative.

Let R be a base ring. An R-algebra A is finite locally free if it is finite, flat, and of finite presentation,
or equivalently if A is a locally free R-module of finite rank. A finite locally free R-algebra A is called
a Gorenstein R-algebra if its dualizing module ωA/R = HomR(A,R) is an invertible A-module [Eis13,
Proposition 21.5]. We denote by FGor(R) the groupoid of Gorenstein R-algebras. We emphasize that
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for us a Gorenstein algebra is by definition finite locally free; in this article we do not consider more
general Gorenstein algebras, so this usage will not be ambiguous.

Definition 2.1. Let A be a Gorenstein R-algebra. An orientation of A is an element φ ∈ ωA/R that
trivializes the dualizing module of A. Equivalently, φ : A → R is an R-linear homomorphism such that
the bilinear form Bφ(x, y) = φ(xy) on A is non-degenerate (i.e., Bφ induces an isomorphism A ≃ A∨).
An oriented Gorenstein R-algebra is a pair (A, φ) where φ is an orientation of the Gorenstein R-algebra
A. We denote by FGoror(R) the groupoid of oriented Gorenstein R-algebras.

Remark 2.2. An oriented Gorenstein R-algebra is the same thing as a commutative Frobenius algebra
in the category of R-modules, in the sense of [Lur17, Definition 4.6.5.1].

Remark 2.3. Let R be a field or, more generally, a semilocal ring. Then every Gorenstein R-algebra
can be oriented, but the choice of an orientation is usually far from unique. For a Gorenstein algebra A
over a more general ring R an orientation may not exist, since ωA/R may be a non-trivial line bundle.

Example 2.4. The algebra R[x]/x2 can be equipped with the orientation φ0(r + sx) = s, turning it into
an oriented Gorenstein R-algebra. The corresponding bilinear form Bφ0 has matrix

(
0 1
1 0

)
in the basis

(1, x). This algebra is therefore a refinement of the hyperbolic plane. As such, it will play a crucial role
in Section 3.

Example 2.5. More generally, consider the Gorenstein R-algebra A = R[x]/xn+1. One can check that a
functional φ : A→ R is an orientation if and only if φ(xn) ∈ R×.

Remark 2.6. The presheaves of groupoids FGor and FGoror are algebraic stacks. To see this, consider
the universal finite flat family p : U→ FFlat. By [Stacks, Tag 05P8], the locus U1 ⊂ U where the sheaf
ωU/FFlat is locally free of rank 1 is open. By definition, FGor is the Weil restriction of U1 along p, hence
it is an open substack of FFlat [BLR90, §7.6 Proposition 2(i)]. The forgetful map FGoror → FGor is
similarly the Weil restriction of a Gm-torsor over U ×FFlat FGor, hence it is affine. Alternatively, we
can consider the vector bundle E = Spec Sym(p∗OU) over FFlat. As a stack, E classifies pairs (A, φ)
where A is a finite locally free R-algebra and φ ∈ ωA/R. Thus, FGoror is the open substack of E where
the determinant of Bφ does not vanish. This shows moreover that the forgetful map FGoror → FFlat is
affine, since the complement of FGoror in E is cut out by a single equation (locally on FFlat).

Lemma 2.7. Let R be a ring, A a Gorenstein R-algebra and I ⊂ A an ideal. For every orientation φ of
A, we have I⊥ = Ann(I), where the orthogonal is taken with respect to Bφ.

Proof. Take a ∈ A. If aI = 0 we have Bφ(a, i) = φ(ai) = 0 for every i ∈ I, hence a ∈ I⊥. Conversely, if
aI , 0 then, since Bφ is non-degenerate, there exist i ∈ I and a′ ∈ A such that Bφ(a′, ai) , 0. This means
that Bφ(a, a′i) = φ(aa′i) = Bφ(a′, ai) , 0 so a < I⊥. □

Recall that for an R-algebra A an augmentation is an R-algebra map e : A → R. When (A, φ) is an
oriented Gorenstein R-algebra, we denote by e∗ : R → A the R-linear adjoint map, i.e., the map such
that Bφ(e∗λ, y) = λe(y).

Definition 2.8. Let (A, φ) be an oriented Gorenstein R-algebra. An augmentation e : A → R is called
isotropic if e∗(1) is isotropic, i.e., if Bφ(e∗(1), e∗(1)) = 0. An isotropically augmented oriented Goren-
stein R-algebra is a triple (A, φ, e) where e is an isotropic augmentation of the oriented Gorenstein R-
algebra (A, φ). We denote by FGoror,+(R) the groupoid of isotropically augmented oriented Gorenstein
R-algebras.

Proposition 2.9. Let (A, φ) be an oriented Gorenstein R-algebra and e : A→ R an augmentation. Then
e is isotropic if and only if Ann(ker e) ⊂ ker e.

Proof. By definition, e is isotropic if and only if the image of e∗ : R → A is contained in ker e. By
dualizing the short exact sequence of R-modules

0→ ker e→ A
e
→ R→ 0,
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we see that Im e∗ = (ker e)⊥. By Lemma 2.7, we get Im e∗ = Ann(ker e), whence the result. □

Example 2.10. Let A be a finite algebra over a field k, so that A is a finite product of local algebras Am.
A choice of augmentation is then tantamount to a choice of m such that k → κ(m) is an isomorphism.
This augmentation is isotropic (for any choice of orientation) if and only if Am ; k.

Remark 2.11. Suppose R is a reduced ring. If (A, φ) is an oriented Gorenstein R-algebra with augmen-
tation e, then e is isotropic if and only it is isotropic after base change to the residue fields of R (where
isotropicity is a simple geometric condition, see Example 2.10). Indeed, if R is reduced then the map
R→

∏
p κ(p) is injective, where p ranges over the minimal primes of R.

Remark 2.12. The condition Ann(ker e) ⊂ ker e in Proposition 2.9 is independent of the orientation φ.
Thus one could define isotropically augmented finite locally free algebras, but we do not know of an
application for such a notion.

Definition 2.13. Let (A, φ, e) ∈ FGoror,+(R). The element e∗(1) ∈ A is called the local socle generator
of (A, φ, e).

By definition of e∗, the local socle generator x = e∗(1) has the property that Bφ(x, y) = e(y) for each
y ∈ A. In particular, by the isotropy condition, we have e(x) = Bφ(x, x) = 0. The name reflects the
fact that x generates the socle (the annihilator of the maximal ideal) of the localization of A at ker e, see
Lemma 2.16(1) below.

Example 2.14. The oriented Gorenstein R-algebra (R[x]/x2, φ0) from Example 2.4 has a unique isotropic
augmentation e0 given by e0(r + sx) = r. Its local socle generator is x.

Example 2.15. Let (V,B) be a non-degenerate symmetric bilinear form over a ring R. Then we can
construct an algebra A := R[x]/x2 ⊕ V with multiplication

(r + sx, v) · (r′ + s′x, v′) := (rr′ + (rs′ + r′s + B(v, v′))x, r′v + rv′) .

If we let φ(r + sx, v) = s and e(r + sx, v) = r, then the triple (A, φ, e) is an isotropically augmented
oriented Gorenstein R-algebra, with local socle generator x. Note that the bilinear form Bφ is the direct
sum of the hyperbolic form on R[x]/x2 (with respect to the basis (1, x)) and the original form B on V.

Lemma 2.16. Let x be the local socle generator of (A, φ, e) ∈ FGoror,+(R). Then

(1) x spans the R-module Ann(ker e) (in particular, Rx ⊂ A is an ideal);
(2) x2 = 0;
(3) φ(x) = 1.

In particular, there is a canonical copy of R[x]/x2 inside A, with an induced orientation given by
φ(r + sx) = φ(1)r + s.

Proof. By definition, x spans Im e∗ = (ker e)⊥ (see the proof of Proposition 2.9), which is Ann(ker e)
by Lemma 2.7. By Proposition 2.9, Ann(ker e) is a square-zero ideal, hence x2 = 0. Finally, φ(x) =
Bφ(x, 1) = e(1) = 1, since e is a ring homomorphism. □

Definition 2.17. A non-unital oriented Gorenstein R-algebra is a pair (V,B) where V is a finite locally
free non-unital (i.e., not necessariy unital) R-algebra and B is a non-degenerate symmetric bilinear form
on V such that B(xy, z) = B(x, yz) for all x, y, z ∈ V. We denote by FGornu(R) the groupoid of non-unital
oriented Gorenstein R-algebras.

Remark 2.18. If (V,B) is a non-unital oriented Gorenstein R-algebra such that V is unital, we can
define an R-linear map φ : V → R by φ(y) = B(y, 1). By construction, we then have Bφ = B, so (V, φ)
is an ordinary oriented Gorenstein R-algebra.

If we view the moduli stack FGoror of oriented Gorenstein algebras as the hermitian counterpart of
the moduli stack FFlat of finite locally free algebras, then FGoror,+ is the hermitian counterpart of the
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moduli stack FFlatmrk of augmented finite locally free algebras, and FGornu that of the moduli stack
FFlatnu of non-unital finite locally free algebras. In the finite locally free case, the augmentation ideal
defines an equivalence of presheaves of groupoids Aug: FFlatmrk → FFlatnu, whose inverse is given by
unitalization. We now investigate the hermitian analogue of this equivalence, which is slightly more
complicated.

Construction 2.19. If (A, φ, e) ∈ FGoror,+(R) has local socle generator x, there is a direct sum decom-
position

ker e = Rx ⊕ (R[x]/x2)⊥.

Indeed, since Bφ(x, y) = e(y) we have ker e = (Rx)⊥, which contains the right-hand side as x is isotropic.
Conversely, if y ∈ ker e, then y − Bφ(y, 1)x is orthogonal to 1 by Lemma 2.16(3) and to x, hence it is
orthogonal to R[x]/x2. In particular, (R[x]/x2)⊥ can be identified with the quotient ker(e)/Rx. Since Rx
is an ideal in A by Lemma 2.16(1), ((R[x]/x2)⊥,Bφ) is a non-unital oriented Gorenstein R-algebra with
multiplication given by the multiplication in A/Rx (or equivalently, by the multiplication in A followed
by the orthogonal projection).

Proposition 2.20. The map

Aug: FGoror,+ → A1 × FGornu

sending (A, φ, e) to the pair (φ(1), ((R[x]/x2)⊥,Bφ)) is an equivalence of presheaves of groupoids.

Proof. We construct the inverse map Uni : A1×FGornu → FGoror,+ by associating to λ ∈ R and (V,B) ∈
FGornu(R) the R-module R[x]/x2 ⊕ V with the multiplication

(2.21) (r + sx, v)(r′ + s′x, v′) = (rr′ + (sr′ + s′r + B(v, v′))x, r′v + rv′ + vv′) ,

and augmentation and orientation given by

e(r + sx, v) = r, φ(r + sx, v) = rλ + s .

It is straightforward to check that this multiplication is associative. Clearly, this assignment is functorial,
and Aug ◦ Uni ≃ id, so it remains to show that Uni ◦ Aug ≃ id.

Let (A, φ, e) ∈ FGoror,+(R) with the local socle generator x, and let (V,B) be the orthogonal comple-
ment of R[x]/x2 in A equipped with the non-unital Gorenstein algebra structure of Construction 2.19.
Then there is a canonical orthogonal decomposition A ≃ R[x]/x2 ⊕ V. Since the kernel of the aug-
mentation is exactly (R · x)⊥ (by definition of x), the augmentation is given by projecting onto the first
summand and setting x = 0. Moreover, V is contained in the orthogonal complement of R · 1 and so

φ(r + sx, v) = φ(r + sx, 0) = rλ + s .

Finally, we need to check that the multiplication is given by (2.21). Since x annihilates V, the only
question is what is the product of two elements of the form (0, v) and (0, v′). The second component is,
by definition, the product in V. Since the product still needs to be in ker e, it follows that

(0, v)(0, v′) = (bx, vv′)

for some b ∈ R. But then

b = φ(bx, vv′) = φ
(
(0, v)(0, v′)

)
= Bφ

(
(0, v), (0, v′)

)
= B(v, v′)

as required. □

The following table summarizes the various presheaves of groupoids of finite flat algebras considered
in this paper:
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name description

FFlat finite locally free algebras
FFlatmrk augmented finite locally free algebras
FFlatnu non-unital finite locally free algebras
FGor (finite) Gorenstein algebras
FGoror oriented Gorenstein algebras
FGoror,+ isotropically augmented oriented Gorenstein algebras
FGornu non-unital oriented Gorenstein algebras
FGoror,0 isotropic oriented Gorenstein algebras (see Section 6)

All of these groupoids of R-algebras extend by descent to groupoids of quasi-coherent OS-algebras
for an arbitrary scheme S. For example, FGoror(S) is the groupoid of finite locally free quasi-coherent
OS-algebras A equipped with an OS-linear map φ : A→ OS such that the induced bilinear form Bφ : A×
A → OS is non-degenerate. We will also identify quasi-coherent OS-algebras with S-schemes that are
affine over S (in particular in the discussion of Hilbert schemes). Thus, FGoror(S) can be identified with
the groupoid of finite locally free S-schemes p : Z→ S together with a suitable map φ : p∗OZ → OS. In
this situation, we will often abuse notation and regard OZ as a quasi-coherent OS-algebra.

In order to construct some A1-homotopies in the proof of our main result, we will need a way to glue
together objects of FGoror,+(S) along the basepoint. Given (Z1, φ1, e1), (Z2, φ2, e2) ∈ FGoror,+(S), the
disjoint union Z1 ⊔ Z2 inherits an orientation

φ : OZ1⊔Z2 = OZ1 × OZ2 → OS, φ(a1, a2) = φ1(a1) + φ2(a2),

which makes OZ1⊔Z2 into the orthogonal sum of OZ1 and OZ2 . Gluing Z1 and Z2 along the basepoint
means passing to the subalgebra OZ1⊔SZ2 = OZ1 ×OS OZ2 ⊂ OZ1 × OZ2 . However, the restriction of
φ to OZ1⊔SZ2 is no longer an orientation: if xi is the local socle generator of (Zi, φi, ei), then (x1,−x2)
belongs to the radical of Bφ on OZ1⊔SZ2 . It turns out that this is the only obstruction and that we obtain a
well-defined orientation on the vanishing locus of (x1,−x2):

Proposition 2.22. Let (Z1, φ1, e1), (Z2, φ2, e2) ∈ FGoror,+(S) and let xi ∈ O(Zi) be the corresponding
local socle generators. Let Z12 ⊂ Z1 ⊔S Z2 be the closed subscheme given by the equation (x1,−x2), let
e = e1 = e2 : S → Z12, and let φ = φ1 + φ2 : OZ12 ⊂ OZ1 ⊕ OZ2 → OS. Then Z12 is a finite Gorenstein
S-scheme of degree deg(Z1) + deg(Z2) − 2, with orientation φ and isotropic augmentation e.

Proof. First we need to prove that Z12 is finite locally free over S. Since this property is local on the
base we can assume S = Spec(R) is affine. Then we can write Zi = Spec(Ai) and Z12 = Spec(A1 ×R
A2)/(x1,−x2). We know that A1 ×R A2 is finite locally free over R by [HJN+21, Lemma 3.6]. The
inclusion of the ideal spanned by xi is a split inclusion R → Ai, with the splitting given by φi, so the
inclusion of the ideal spanned by (x1,−x2) is also a split inclusion R→ A1×R A2 (split, say, by φ1 ◦pr1).
In particular, the quotient (A1 ×R A2)/(x1,−x2) is also finite locally free, and of the desired degree.

To show that φ is an orientation, we can again work in the affine case. We have to show that the
radical of the form Bφ on A1 ×R A2 is precisely the ideal R(x1,−x2). On the one hand,

Bφ((x1,−x2), (y1, y2)) = e1(y1) − e2(y2) = 0

for all (y1, y2) ∈ A1×R A2, so (x1,−x2) is in the radical. By Lemma 2.16, we can write Ai = R[xi]/x2
i ⊕Vi

with Vi = (R[xi]/x2
i )⊥, whence

A1 ×R A2 ≃ R[x1, x2]/(x1, x2)2 ⊕ V1 ⊕ V2.

The restriction of Bφ to R[x1, x2]/(x1, x2)2 is given by a matrix
(

b 1
1 0

)
⊕ 0 in the basis (1, x1, x1 − x2),

hence has radical R(x1 − x2). The latter contains the radical of Bφ since the restriction of Bφ to V1 ⊕V2
is non-degenerate. Finally, the augmentation e is isotropic since e∗(1) = (x1, 0) and hence e(e∗(1)) =
e2(0) = 0. □
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Definition 2.23. In the setting of Proposition 2.22, (Z12, φ, e) ∈ FGoror,+(S) is called the connected sum
of (Z1, φ1, e1) and (Z2, φ2, e2).

Remark 2.24. In the affine case, Definition 2.23 is a special case of the more general notion of con-
nected sum of rings studied in [AAM12, Section 2]. In particular, the fact that Z12 is Gorenstein is also
a consequence of [AAM12, Theorem 2.8].

Remark 2.25. It is easy to show that the connected sum gives a commutative monoid structure on the
stack FGoror,+. Moreover, if FFlatmrk denotes the moduli stack of pointed finite locally free schemes with
the commutative monoid structure given by the wedge sum, the morphism Hyp: FFlatmrk → FGoror,+

from Remark 3.2 is a morphism of commutative monoids. We shall not need these facts in the sequel.

3. A1-equivalence between the group completions of the stacks FGoror and Vectsym

We denote by Vectsym the stack of finite locally free modules equipped with a non-degenerate sym-
metric bilinear form. The direct sum and tensor product define an E∞-semiring structure on Vectsym.
Similarly, the disjoint union and cartesian product of schemes define an E∞-semiring structure on FGoror,
and the forgetful map η : FGoror → Vectsym, sending (A, φ) to (A,Bφ), is a morphism of E∞-semirings.
We will describe these constructions more explicitly in Section 7. The main result of this section is the
following theorem.

Theorem 3.1. The map ηgp : FGoror,gp → Vectsym,gp is an A1-equivalence of presheaves on the category
of schemes, where gp stands for objectwise group completion.

Remark 3.2. Theorem 3.1 is analogous to [HJN+21, Theorem 2.1], which states that the forgetful map
from the stack of finite locally free schemes FFlat to the stack of vector bundles Vect becomes an A1-
equivalence after group completion. The connection can be expressed precisely in the following way.
There is a commutative diagram of hyperbolic and forgetful functors

FFlat Vect

FGoror Vectsym

FFlat Vect.

Hyp

η

Hyp

η

forget forget

η

Here, the functor Hyp: Vect → Vectsym sends V to
(
V ⊕ V∨,

(
0 I
I 0

))
, and the functor Hyp: FFlat →

FGoror sends a finite locally free R-algebra A to the square-zero extension A⊕ωA/R with the orientation
φ(a, f ) = f (a).

To proceed, we define the following stabilization maps:

τ : Vectsym → Vectsym, (V,B) 7→ (V ⊕ R2,B ⊕ BHyp),

σ : FGoror → FGoror, (A, φ) 7→ (A ⊕ R[x]/x2, φ ⊕ φ0),

σ+ : FGoror,+ → FGoror,+, (A, φ, e) 7→ (A ⊕ R[x]/x2, φ ⊕ φ0, e ◦ pr1),

where BHyp =
(

0 1
1 0

)
is the hyperbolic form and φ0 is the orientation from Example 2.4. We denote by

Vectsym,st the colimit of the sequence

Vectsym τ
−→ Vectsym τ

−→ Vectsym → · · · ,

and we define FGoror,st and FGoror,+,st similarly.



HERMITIAN K-THEORY VIA ORIENTED GORENSTEIN ALGEBRAS 9

By Example 2.4, the square

FGoror Vectsym

FGoror Vectsym

η

σ τ

η

commutes, inducing a map ηst : FGoror,st → Vectsym,st in the colimit. Similarly, the map θ : FGoror,+ →

FGoror that forgets the augmentation stabilizes to a map θst : FGoror,+,st → FGoror,st.

Note that there are canonical maps Vectsym,st → Vectsym,gp and FGoror,st → FGoror,gp from the tele-
scopes to the group completions, induced by mapping the nth copy of Vectsym(R) resp. of FGoror(R) to
the group completion via (V, b) 7→ (V, b) − n · (R2,BHyp) resp. (A, φ) 7→ (A, φ) − n · (R[x]/x2, φ0). We
shall deduce Theorem 3.1 from the following variant, which does not involve group completion:

Theorem 3.3. The map ηst : FGoror,st → Vectsym,st is an A1-equivalence.

The strategy of the proof of Theorem 3.3 is to use the stack FGoror,+ and show that both θst and ηst◦θst

are A1-equivalences. For θst, the idea is to construct an inverse by stabilizing the map

γ : FGoror → FGoror,+, (A, φ) 7→ (A ⊕ R[x]/x2, φ ⊕ φ0, e0 ◦ pr2).

However, this does not quite work: we have θ ◦ γ ≃ σ, but γ ◦ θ ; σ+, since the maps γ ◦ θ and σ+

equip Gorenstein algebras with different augmentations. Construction 3.4 allows us to get around this
obstruction; it is the main technical ingredient in the proof of Theorem 3.3.

For the convenience of the reader, the following table summarizes the various maps we will use in
the proof of Theorem 3.3:

name description

η : FGoror → Vectsym forgets the algebra structure
θ : FGoror,+ → FGoror forgets the isotropic augmentation
τ : Vectsym → Vectsym adds a copy of the hyperbolic form
σ : FGoror → FGoror adds a copy of the double point
σ+ : FGoror,+ → FGoror,+ adds a copy of the double point without changing the augmentation
γ : FGoror → FGoror,+ adds a copy of the double point with its augmentation
ε : FGoror,+ → FGoror,+ takes the connected sum with R[x]/x4

π : FGornu → Vectsym forgets the algebra structure

Construction 3.4. There is a zigzag of A1-homotopies

σ+
Hconst

f ε
Hmv

⇝ γ ◦ θ

and an isomorphism ψ : θ ◦ Hconst ≃ θ ◦ Hmv such that ψ0 = idθ◦ε and ψ1 is the canonical isomorphism
θ ◦ σ+ ≃ σ ◦ θ ≃ θ ◦ γ ◦ θ.

Proof. Consider the oriented Gorenstein Z[t]-algebra

R = Z[x, t]/((x − t)2x2), φR(r0 + r1x + r2x2 + r3x3) = r3,

where ri ∈ Z[t]. Its fiber over t = 1 is isomorphic to (Z[x]/x2, φ0) × (Z[x]/x2, φ0), where φ0 is the
orientation of Example 2.4. Its fiber over t = 0 is R0 = Z[x]/(x4), with orientation φR0 given by the
same formula as φR.

One can view R as two copies of the dual numbers colliding at t = 0. Each copy has a natural
augmentation as in Example 2.14, which extends to an augmentation of R. Explicitly, we have two
augmentations econst, emv : R→ Z[t] given by sending x to 0 and to t. One computes that

(econst)∗(1) = t2x − 2tx2 + x3,

(emv)∗(1) = −tx2 + x3,
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which shows that both econst and emv are isotropic. We thus obtain two elements (R, φR, econst) and
(R, φR, emv) in FGoror,+(Z[t]), with local socle generators as above.

The augmentations econst and emv agree at t = 0 and define an element (R0, φR0 , eR0 ) ∈ FGoror,+(Z).
We let ε : FGoror,+ → FGoror,+ be the map that sends (Z, φ, e) ∈ FGoror,+(S) to its connected sum with
(R0, φR0 , eR0 )S (see Definition 2.23).

Given (Z, φ, e) ∈ FGoror,+(S), we denote by (Z̃, φ̃, ẽconst) the connected sum of A1
Z with (R, φR, econst)S

in FGoror,+(A1
S). Explicitly, if s ∈ O(Z) is the local socle generator, then Z̃ is the vanishing locus of the

function (−s, t2x − 2tx2 + x3) on the pushout A1
Z ⊔A1

S
(SpecR)S, which is defined using e : S → Z and

econst : A1 → SpecR. Note that replacing x by t in t2x − 2tx2 + x3 gives 0, so the composite

A1
S

emv

−−→ (SpecR)S
can
−−→ A1

Z ⊔A1
S

(SpecR)S

lands in Z̃. This defines another section ẽmv : A1
S → Z̃, which is moreover isotropic. Indeed, we have

(ẽmv)∗(1) = (0, (emv)∗(1)), hence ẽmv((ẽmv)∗(1)) = emv((emv)∗(1)) = 0.

Let Hconst : FGoror,+ → FGoror,+(A1 × −) be the map that sends (Z, φ, e) to (Z̃, φ̃, ẽconst), and let
Hmv : FGoror,+ → FGoror,+(A1 × −) be the map that sends (Z, φ, e) to (Z̃, φ̃, ẽmv). Then it is clear that
Hconst

0 = Hmv
0 ≃ ε. Moreover, we have Hconst

1 ≃ σ+ and Hmv
1 ≃ γ ◦ θ. Indeed, the fiber of (Z̃, φ̃)

over t = 1 is the disjoint union of (Z, φ) and (Z[x]/x2, φ0)S, with ẽconst
1 being the given section e to

the first summand and ẽmv
1 the canonical section to the second summand. Thus, Hconst and Hmv are the

desired A1-homotopies. By construction, the underlying oriented Gorenstein schemes of Hconst(Z, φ, e)
and Hmv(Z, φ, e) are the same, and we can take the isomorphism ψ to be the identity. □

Proposition 3.5. The map θst : FGoror,+,st → FGoror,st is an A1-equivalence.

Proof. Consider the diagram

FGoror,+ FGoror

FGoror,+ FGoror.

θ

σ+ σ
γ

θ

By Construction 3.4 there is a homotopy H: LA1 (σ+) ≃ LA1 (γ ◦ θ) such that θ ◦ H is the canonical
isomorphism θ ◦ σ+ ≃ σ ◦ θ ≃ θ ◦ γ ◦ θ. It follows that the map LA1γ induces in the colimit a map
LA1 FGoror,st → LA1 FGoror,+,st, which is inverse to LA1θst. □

Proposition 3.6. The forgetful map π : FGornu → Vectsym is an A1-equivalence.

Proof. Let ν : Vectsym → FGornu be the map sending a symmetric space (V,B) to the non-unital oriented
Gorenstein algebra (V,B) with zero multiplication. Then π ◦ ν is the identity, and the map

FGornu → FGornu(A1 × −), (V,B) 7→ (tV[t], (tp, tq) 7→ BR[t](p, q)),

where BR[t] is the R[t]-bilinear extension of B, is an A1-homotopy from ν◦π to the identity of FGornu. □

Recall that a symmetric space (V, b) is said to be metabolic if it has a Lagrangian, i.e., a direct
summand L ⊂ V such that L = L⊥. For example, for every V ∈ Vect(R), the hyperbolic space Hyp V =(
V ⊕ V∨,

(
0 I
I 0

))
is metabolic, with Lagrangian V ⊕ 0 ⊂ V ⊕ V∨. When 2 is invertible, all metabolic

spaces are in fact of this form. The following lemma shows that this is also the case up to A1-homotopy,
even when 2 is not invertible.

Lemma 3.7. Let (V, b) be a symmetric space over a ring R. If (V, b) is metabolic with Lagrangian L,
then the class of (V, b) in π0(LA1 Vectsym)(R) is equal to the class of Hyp L.
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Proof. Let W be a complement of L in V. Then the map W → V ≃ V∨ → L∨ is an isomorphism and
we can identify V as L ⊕ L∨. Under this decomposition b is given by the matrix(

0 I
I A

)
,

where A is some symmetric bilinear form on L∨. Then(
L[t] ⊕ L[t]∨,

(
0 I
I tA

))
∈ Vectsym(R[t])

is an A1-homotopy between (V, b) and Hyp L. □

Lemma 3.8. Let Hyp = Hyp Z ∈ Vectsym(Z), and let Vectsym[−Hyp] be the commutative monoid
obtained from Vectsym by additively inverting Hyp.

(1) The cyclic permutation of Hyp⊕3 is A1-homotopic to the identity.
(2) The canonical map Vectsym[−Hyp]→ Vectsym,gp is an A1-equivalence on affine schemes.
(3) The canonical map Vectsym,st → Vectsym,gp is an A1-equivalence on affine schemes.

Proof. (1) The cyclic permutation of Hyp⊕3 is given by applying the functor Hyp to the cyclic permuta-
tion of Z3 in Vect, which is A1-homotopic to the identity (being a product of elementary matrices).

(2) It suffices to show that every element of π0(LA1 Vectsym[−Hyp])(R) is additively invertible. Every
object (V, b) ∈ Vectsym(R) is a summand of (V, b)⊕(V,−b), which is metabolic with Lagrangian given by
the diagonal copy of V, so it suffices to show that every metabolic object is invertible. By Lemma 3.7, it
then suffices to show that every object of the form Hyp V is invertible. But if W is such that V⊕W = Rn,
we have Hyp V ⊕ Hyp W = Hyp(Rn) = (Hyp R)⊕n, and so Hyp V is invertible.

(3) This follows from (1) and (2) by [BEH+21, Proposition 5.1]. □

Proof of Theorem 3.3. By Lemma 2.16, there is a commutative square

FGoror,+ FGoror

A1 × Vectsym Vectsym,

θ

(id×π)◦Aug η

τ̃

where Aug: FGoror,+ → A1 × FGornu was defined in Proposition 2.20 and τ̃(λ,−) adds a copy of the
bilinear form

(
λ 1
1 0

)
. Moreover, this square fits in a commutative cube with the respective “stabilization

maps” σ+, σ, idA1 × τ, and τ, and in the colimit we obtain a commutative square

FGoror,+,st FGoror,st

A1 × Vectsym,st Vectsym,st.

θst

((id×π)◦Aug)st ηst

τ̃st

By Propositions 2.20 and 3.6, the left vertical map is an A1-equivalence (already in the unstable square).
By Proposition 3.5, θst is an A1-equivalence. We have τ̃st(0,−) = τst, where τst : Vectsym,st → Vectsym,st

is the action of Hyp ∈ Vectsym(Z) on the Vectsym-module Vectsym,st. Note that τst is not an equivalence,
but it is an A1-equivalence by [BEH+21, Proposition 5.1] since the cyclic permutation of Hyp⊕3 is A1-
homotopic to the identity (Lemma 3.8(1)). Thus, τ̃st is also an A1-equivalence. We conclude that ηst is
an A1-equivalence, as desired. □

Proof of Theorem 3.1. As above, let Vectsym[−Hyp] be obtained from Vectsym by additively inverting
Hyp, and let FGoror[−Z[x]/x2] be obtained from FGoror by additively inverting the oriented Gorenstein
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algebra (Z[x]/x2, φ0) from Example 2.4. We have a commutative square

FGoror,st FGoror[−Z[x]/x2]

Vectsym,st Vectsym[−Hyp].

ηst

By Lemma 3.8(1), the cyclic permutation of Hyp⊕3 becomes the identity in LA1 Vectsym, which by
[BEH+21, Proposition 5.1] implies that the lower horizontal map is an A1-equivalence. By Theorem 3.3,
the left vertical map is an A1-equivalence. In particular, the cylic permutation of (Z[x]/x2)×3 also be-
comes the identity in LA1 FGoror,st. It then follows again from [BEH+21, Proposition 5.1] that the upper
horizontal map is an A1-equivalence. Hence, the right vertical map is an A1-equivalence. Since the func-
tor LA1 commutes with group completion [Hoy20, Lemma 5.5], we deduce that FGoror,gp → Vectsym,gp

is an A1-equivalence. □

Remark 3.9. Combining Theorems 3.1 and 3.3 with Lemma 3.8(3), we deduce that the canonical map
FGoror,st → FGoror,gp is an A1-equivalence on affine schemes.

4. Consequences in complexity theory

In this short section we derive consequences of Proposition 3.6 for structure tensors of finite algebras.
This section is an interesting side application of our methods: it has no relation to the subsequent
sections, however it is of interest for complexity theory. Because of this target audience, we strive to be
more explicit than elsewhere. In this section we work over an algebraically closed field k.

For q ⩾ 1 the G-fat point [CN07] is the spectrum of a locally free k-algebra Aq of degree q + 2
presented as

Aq :=
k[y1, . . . , yq]

(yiy j | i , j) + (y2
i − y2

j | i , j) + (y3
1)
.

This is an oriented Gorenstein algebra with orientation φ0 := (y2
1)∗ ∈ Homk(Aq, k), and its unique

augmentation is isotropic by Example 2.10. In the equivalence from Proposition 2.20 the triple (Aq, φ, e)
corresponds to (0,V0), where V0 is spanned by self-dual elements y1, . . . , yq and equipped with a trivial
multiplication.

Let (C, φ, e) be another isotropically augmented Gorenstein algebra of degree q + 2. As in Defini-
tion 2.1, we have a non-degenerate form Bφ on C and a local socle generator x ∈ C. (If C is local,
then x is exactly its socle generator, see Lemma 2.16). Let V = 1⊥C ∩ x⊥ ⊂ C. Then Bφ restricts to a
non-degenerate form on V, so as a k-vector space we have C = k · 1C ⊕ kx ⊕ V.

A Gm-equivariant degeneration of a finite k-algebra C to a finite k-algebra A is a finite flat family
f : X → A1 together with a Gm-action on X making f equivariant with respect to the usual Gm-action
on A1 and such that X1 ≃ Spec(C) and X0 ≃ Spec(A). The Gm-equivariance implies that the fiber of X
over every nonzero k-point of A1 is isomorphic to Spec(C).

Proposition 3.6 and Proposition 2.20 contain a construction of a degeneration of C to Aq. Explicitly,
it is given by f : Spec(C) → Spec(k[t]), where C is a free k[t]-module (k[t] · 1 ⊕ k[t]x) ⊕ V[t] with
multiplication given by

(r + sx, v) · (r′ + s′x, v′) = (rr′ + (sr′ + s′r + Bφ(v, v′))x, r′v + rv′ + tvv′),

where v, v′ ∈ V[t] and Bφ extends k[t]-linearly. The algebra C admits a Gm-action given by t ·(r+ sx, v) =
(r + st−2x, t−1v) which proves that f is a degeneration.

Proposition 4.1. Let q ⩾ 1 and let C be a Gorenstein k-algebra of degree q + 2. Then C admits a
Gm-equivariant degeneration to Aq.



HERMITIAN K-THEORY VIA ORIENTED GORENSTEIN ALGEBRAS 13

Proof. Choose an orientation of C. If C has nonzero nilpotent radical, then by Example 2.10 it admits
an isotropic augmentation and the associated degeneration C above proves our claim. It remains to
consider reduced C. Since k is algebraically closed, we have C =

∏
q+2 k. In this case, choose a set

Γ of q + 2 general lines through the origin of Aq+1 and a hyperplane H = (y = 1) intersecting them
transversely. Then Γ ∩ (y = t) is a degeneration over A1 with parameter t. Since a general tuple of q + 2
points on Pq is arithmetically Gorenstein, the special fiber of the degeneration is Gorenstein. This fiber
has q-dimensional tangent space, which implies that it is Spec(Aq). □

Remark 4.2. Proposition 4.1 in the special case when C is local was obtained in [CN07], by completely
different means. This proposition also shows that the Gorenstein locus of the Hilbert scheme of d points
on An is connected by rational curves whenever n ⩾ d − 2. In general, even topological connectedness
of the Gorenstein locus is open.

For the terminology on tensors below, we refer to [Lan17, 5.6.1].

Corollary 4.3. Let m ⩾ 3 and let T ∈ km ⊗ km ⊗ km be a 1-generic tensor of minimal border rank (that
is, of border rank m). Then T degenerates to the big Coppersmith–Winograd tensor CWm−2.

Proof. As explained in [Lan17, 5.6.2.1], the tensor T is isomorphic to a structure tensor of a Gorenstein
algebra C. The tensor CWm−2 is isomorphic to the structure tensor of Am−2. The claim follows directly
from Proposition 4.1. □

Remark 4.4. The assumptions of Corollary 4.3 can be much weakened. We only need to assume that T
is 1-generic and satisfies Strassen’s equations, see [LM17, §2.1] for their definition. Indeed, to such a T
we associate a commuting tuple of matrices [LM17, Definition 2.7], hence a module over a polynomial
ring [JŠ21, Introduction]. Since T is 1-generic, it is 1B-generic, hence this module is cyclic and can
be viewed as a k-algebra. By [Lan17, 5.6.2.1] this algebra is Gorenstein and we argue as in the proof
of Corollary 4.3.

5. Oriented Hilbert scheme and orthogonal Grassmannian

Definition 5.1. Let X→ S be a morphism of schemes. The oriented Hilbert scheme

HilbGor,or(X/S) : Schop
S → Set

is the pullback
HilbGor,or(X/S) := Hilb(X/S) ×FFlat FGoror .

That is, HilbGor,or(X/S) classifies finite locally free subschemes of X that are Gorenstein and equipped
with an orientation.

Remark 5.2. If X → S is such that Hilb(X/S) is a scheme (for example, X is quasi-projective over
S) or an algebraic space (for example, X is separated over S), then so is HilbGor,or(X/S). Indeed, the
forgetful map HilbGor,or(X/S)→ Hilb(X/S) is a base change of FGoror → FFlat, which is representable
by schemes by Remark 2.6.

From now on we will be interested in the ind-scheme HilbGor,or(A∞) := colimn HilbGor,or(An) over
Spec Z. Note that we have a coproduct decomposition

HilbGor,or(A∞) ≃
∐
d⩾0

HilbGor,or
d (A∞)

where HilbGor,or
d (A∞) classifies the oriented Gorenstein subschemes of A∞ of degree d.

Proposition 5.3. The forgetful map HilbGor,or(A∞) → FGoror is a universal A1-equivalence on affine
schemes.
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Proof. By definition, this map is a base change of the forgetful map Hilb(A∞) → FFlat, which is a
universal A1-equivalence on affine schemes by [HJN+21, Proposition 4.2]. □

Consider the map σ : HilbGor,or(A∞) → HilbGor,or(A∞) sending an oriented Gorenstein subscheme
Z ⊂ A∞ to

(SpecO[x]/x2 × {0}) ⊔ ({0} × Z) ⊂ A1 × A∞,
where SpecO[x]/x2 is equipped with the orientation of Example 2.4 and is embedded in A1 at 1. Then
we define

HilbGor,or
∞ (A∞) := colim(HilbGor,or

2 (A∞)
σ
−→ HilbGor,or

4 (A∞)
σ
−→ · · · ).

Corollary 5.4. The forgetful maps

Z × HilbGor,or
∞ (A∞)→ FGoror,gp → Vectsym,gp

are A1-equivalences on affine schemes.

Proof. The second map is an A1-equivalence on all schemes by Theorem 3.1. The first map factors as

Z × HilbGor,or
∞ (A∞)→ FGoror,st → FGoror,gp,

where the second map is an A1-equivalence on affine schemes by Remark 3.9. On quasi-compact
schemes, the presheaf Z × HilbGor,or

∞ (A∞) is the colimit of

HilbGor,or(A∞)
σ
−→ HilbGor,or(A∞)

σ
−→ · · · ,

while FGoror,st is the colimit of
FGoror σ

−→ FGoror σ
−→ · · · .

Hence, the result follows from Proposition 5.3. □

Let (V,B) ∈ Vectsym(S) be a vector bundle over S with a non-degenerate symmetric bilinear form. Re-
call from [ST15] that the orthogonal Grassmannian GrOd(V,B) is the open subscheme of the Grassman-
nian Grd(V) given by the rank d subbundles W ⊂ V such that the restriction of B to W is non-degenerate.
We consider the smooth ind-scheme

GrOd = GrOd(Hyp∞) := colim
n

GrOd(Hypn)

over Spec Z. Forgetting the embedding into Hyp∞ defines a canonical map GrOd → Vectsym
d .

A bilinear form B on an R-module V is called even if it is symmetric and B(x, x) ∈ 2R for all x ∈ V.
Clearly, if 2 ∈ R×, every symmetric form is even. If V is projective, a symmetric bilinear form B on V
is even if and only if there exists a bilinear form B′ on V such that B(x, y) = B′(x, y) + B′(y, x).

Lemma 5.5. Let R be a ring, V a finite locally free R-module, and B an even symmetric bilinear form
on V. Then there exists an isometric embedding V ↪→ Hyp(Rn) for some n ⩾ 0.

Proof. Choose an isomorphism V ⊕W ≃ Rn and let A be the matrix representing B′ ⊕ 0. Then we can
take the composition

V ↪→ Rn → Hyp(Rn),

where the second map has components (A, idRn ). □

Note that every hyperbolic space Hyp V is even. It follows that the forgetful map GrOd → Vectsym
d

lands in the subpresheaf Vectev
d ⊂ Vectsym

d of even forms.

Proposition 5.6. For any d ⩾ 0, the forgetful map

GrOd → Vectev
d

is a universal A1-equivalence on affine schemes.
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Proof. We will apply [HJN+21, Lemma 4.1(2)], or rather its proof. Unlike Vectsym
d , the presheaf Vectev

d
for d ⩾ 2 does not satisfy closed gluing (in particular, it is not an algebraic stack). Indeed, consider a
closed pushout of affine schemes X ⊔Z Y on which there is a noneven function f whose restriction to
both X and Y is even (for example: X = Y = Spec Z[x, y], Z = Spec Z[x, y]/(2x−2y), and f = (2x, 2y));
then the non-degenerate symmetric bilinear form

(
f 1
1 0

)
is not even, even though its restriction to both X

and Y is. However, Vectev
d does nevertheless transform the colimit ∂An

R = colim∆k↪→∂∆n Ak
R into a limit,

since the presheaf Spec R 7→ 2R does. It therefore suffices to check that for every commutative square

Spec R/I GrOd

Spec R Vectev
d

with R = R0[t0, . . . , tn]/(
∑

i ti − 1) and I = (t0 · · · tn), there exists a diagonal arrow making both triangles
commute. Unwrapping the definitions of Vectev

d and GrOd, this means that for every even bilinear
space (V,B) over R and every isometric embedding F: V/IV ↪→ Hyp(R/I)N, we must find an isometric
embedding F̃ : V ↪→ Hyp(R)N lifting F, after possibly increasing N.

First, let F̃ : V→ Hyp(R)N be any lift of F (possibly not isometric), which exists since V is projective
over R. If we write

B̃(x, y) B B(x, y) − BHyp

(
F̃x, F̃y

)
,

then B̃ is an I-valued even form on V. Our first claim is that we can change F̃ so that B̃ has values in I2.
To do so, note that since I ∩ 2R = 2I, every I-valued even form on V is an I-linear combination of even
forms. Hence, we can find an I-valued bilinear form B̃′ such that B̃(x, y) = B̃′(x, y) + B̃′(y, x). Since B
is non-degenerate, there exists r : V→ IV such that

B̃′(x, y) = B(x, r(y)) .

Then it is easy to check that replacing F̃ with F̃ + F̃r has the desired effect.

Without loss of generality, we can therefore assume that B̃ takes values in I2. Since I2 ∩2R = 2I2, we
can then write

B̃ =
∑

i

aibiCi

for some ai, bi ∈ I and some even bilinear forms Ci : V × V → R. Using Lemma 5.5, we can find for
each i an R-linear map Gi : V→ Hyp(R)Ni such that

Ci(x, y) = BHyp(Gix,Giy) .

Then an isometric lift of F is given by(
F̃, ((ai, bi) ◦ Gi)i

)
: V→ Hyp(R)N+

∑
i Ni ,

where (ai, bi) : Hyp(R)Ni → Hyp(R)Ni is the map given on each component by the matrix
(

ai 0
0 bi

)
. □

Let τ : GrOd → GrOd+2 be the map sending V ⊂ Hyp∞ to Hyp⊕V ⊂ Hyp1+∞, and define the infinite
orthogonal Grassmannian as

GrO∞ B colim(GrO2
τ
−→ GrO4

τ
−→ · · · ) .

Using Proposition 5.6 we obtain the following result, which generalizes a theorem of Schlichting and
Tripathi [ST15, Theorem 5.2] to rings that are not necessarily regular nor Z[ 1

2 ]-algebras.

Corollary 5.7. The forgetful map
Z × GrO∞ → Vectev,gp

is an A1-equivalence on affine schemes.
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Proof. This map factors as
Z × GrO∞ → Vectev,st → Vectev,gp,

where the second map is an A1-equivalence on affine schemes by Lemma 3.8 (in which we may replace
Vectsym by Vectev). On quasi-compact schemes, the presheaf Z × GrO∞ is the colimit of∐

d⩾0

GrOd
τ
−→

∐
d⩾0

GrOd
τ
−→ · · · ,

where the coproducts are taken in PShΣ(Sch). On the other hand, Vectev,st is the colimit of

Vectev τ
−→ Vectev τ

−→ · · · .

Hence, the result follows from Proposition 5.6. □

Remark 5.8. The spaces Vectsym(R)gp and Vectev(R)gp appearing in Corollaries 5.4 and 5.7 are equiva-
lent to the “genuine symmetric” and “genuine even” Grothendieck–Witt spaces GWgs(R) and GWge(R)
defined in [CDH+20b, Section 4]; this is proved in [HS21]. We note that the forgetful map GWge

→

GWgs does not induce an equivalence in H(S) if 2 is not invertible on S. Both motivic spaces are stable
under base change (by Corollary 5.7 and [EHK+20b, Example A.0.6(5)], respectively), so it suffices to
consider a field k of characteristic 2. Then every even form over k is alternating (by definition), and
non-degenerate alternating forms have even rank [HM73, I, Corollary 3.5], so the composition

π0GW
ge(k)↠ π0(LmotGW

ge)(k)→ π0(LmotGW
gs)(k)

rk
−↠ Z

has image 2Z ⊂ Z.

6. Isotropic Gorenstein algebras

Inspired by [HJN+21, Theorem 2.1], one is tempted to ask whether the map

α : Vectsym
d−2 → FGoror

d

sending (V,B) to the oriented Gorenstein algebra (R[x]/x2⊕V, φ) of Example 2.15 is an A1-equivalence.
Unfortunately this turns out not to be the case.

Proposition 6.1. For any formally real field k and any d ⩾ 2, the map

α : Vectsym
d−2 → FGoror

d

is not a motivic equivalence on smooth k-schemes.

Proof. Let us consider the composition

FGoror
d → Vectsym

d →W ,

where W is the Zariski sheafification of the presheaf of Witt groups on smooth k-schemes. It is well-
known that W is an A1-invariant Nisnevich sheaf, for example by [EHK+21, Theorem 3.4.11], since
Witt groups have framed transfers and are A1-invariant on regular noetherian Z[ 1

2 ]-schemes (see the
discussion in the introduction of [Gil03a]). Hence, this composition factors through a map

π0

(
LmotFGoror

d

)
→W .

Let us now consider the composition

π0

(
LmotVectsym

d−2

)
(k)

α
−→ π0

(
LmotFGoror

d

)
(k)→W(k)→ Z ,

where the last map is the signature associated with some real closure of k. We claim that the image of
this composition is contained in the subset {n ∈ Z | −d + 2 ⩽ n ⩽ d − 2}. Indeed, π0

(
LmotVectsym

d−2

)
(k) is

a quotient of π0Vectsym
d−2(k) [MV99, §2, Corollary 3.22], so it suffices to consider the image of the latter.

By definition of α, the composition

Vectsym
d−2

α
−→ FGoror

d → Vectsym
d
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adds a hyperbolic form, and in particular does not change the signature, which is therefore bounded by
the rank d − 2.

Now if α were a motivic equivalence, this would imply that the image of

π0

(
LmotFGoror

d

)
(k)→W(k)→ Z

is also contained in the subset of integers of absolute value ⩽ d − 2. But the oriented Gorenstein algebra
kd with the orientation φ(x1, . . . , xd) = x1 + · · · + xd has signature d, thus providing a contradiction. □

Remark 6.2. The algebra kd seems to be the only example leading to a contradiction in Proposition 6.1.
More precisely, consider the complement Z of the open substack of smooth schemes in FGoror

d . The
map α factors through Z, and it seems possible that α : Vectsym

d−2 → Z is an A1-equivalence.

We now modify Proposition 6.1 so that it becomes a positive statement.

Definition 6.3. An oriented Gorenstein R-algebra (A, φ) is called isotropic if φ(1) = 0. We write
FGoror,0

d ⊂ FGoror
d for the substack of isotropic oriented Gorenstein algebras of rank d.

Remark 6.4. We warn the reader that the notion of isotropic oriented Gorenstein algebra is not directly
related to that of isotropically augmented oriented Gorenstein algebra from Definition 2.8. In particular,
the forgetful functor FGoror,+ → FGoror does not land in FGoror,0. Nevertheless, there is a zigzag of
A1-equivalences

FGoror,0
⩾2 ← FGoror,0 ×FGoror FGoror,+ → FGoror,+,

where the middle term is equivalent to FGornu. Indeed, the right-hand map can be indetified with the
zero section FGornu ↪→ A1 × FGornu via Proposition 2.20, and the left-hand map fits in a commuting
triangle

FGoror,0
⩾2 FGornu

Vectsym

π

where the diagonal maps are A1-equivalences (Propositions 3.6 and 6.5).

Note that the image of the map α lies in the substack FGoror,0
d ⊂ FGoror

d . Moreover, for (A, φ) ∈
FGoror,0

d (R), the underlying symmetric bilinear form (A,Bφ) is equipped with a canonical isotropic sub-
space R ⊂ A. Therefore we can apply algebraic surgery to it and obtain the non-degenerate symmetric
bilinear form

(
R⊥/R,Bφ

)
.

The following proposition was independently obtained by Burt Totaro.1

Proposition 6.5. For any d ⩾ 2, the maps

α : Vectsym
d−2 → FGoror,0

d

sending (V,B) to the oriented Gorenstein algebra (R[x]/x2 ⊕ V, φ) of Example 2.15 and

FGoror,0
d → Vectsym

d−2

sending (A, φ) to
(
R⊥/R,Bφ

)
are inverse up to A1-homotopy.

Proof. It is clear that the composition

Vectsym
d−2 → FGoror,0

d → Vectsym
d−2

is isomorphic to the identity, as the orientation φ of the algebra R[x]/x2 ⊕V satisfies Bφ((0, v), (0, v′)) =
φ(B(v, v′)x, 0) = B(v, v′) by definition. Following the proof of [HJN+21, Theorem 2.1], we will use the
Rees algebra to construct an A1-homotopy of the other composition to identity. The difference with the

1Private communication
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proof in loc. cit. is that we will use the orientation φ to refine the filtration. Indeed, let us consider the
natural filtration

R ⊂ R⊥ ⊂ A

of A. The corresponding Rees algebra is the R[t]-algebra given by

Rees(A, φ) = {a ∈ A[t] | a0 ∈ R, φ(a1) = 0}.

By [HJN+21, Lemma 2.2], it is a finite locally free R[t]-algebra such that

Rees(A, φ)/(t − 1) ≃ A and Rees(A, φ)/(t) ≃ R ⊕ R⊥/R ⊕ A/R⊥ .

We can equip Rees(A, φ) with an orientation φ̃ : Rees(A, φ) → R[t] given by a 7→ 1
t2φ(a) (note that

φ(a0) = φ(a1) = 0 by definition of the filtration, so φ(a) is indeed divisible by t2). We claim this gives
Rees(A, φ) the structure of an oriented Gorenstein R[t]-algebra. Since this is a property local on the
base, we can assume that A is free as an R-module. Then let us choose a basis of A of the form

(1, e1, . . . , ed−2, x) ,

where 1, e1, . . . , ed−2 is a basis of kerφ and x is such that φ(x) = 1 and φ(xei) = 0. Then the matrix of
the bilinear form Bφ is 0 0 1

0 D 0
1 0 φ(x2)

 ,
where D is an invertible matrix (since Bφ is non-degenerate). Then the collection

(1, e1t, . . . , ed−2t, xt2)

is a basis for Rees(A, φ), and the matrix of the symmetric bilinear form Bφ̃ in this basis is0 0 1
0 D 0
1 0 φ(x2)t2

 ,
which is invertible (since D is). Hence, sending (A, φ) to (Rees(A, φ), φ̃) defines a natural transformation

FGoror,0
d → FGoror,0

d (A1 × −) ,

which provides the desired A1-homotopy. Indeed, at t = 0 we have an isomorphism of R-algebras

R ⊕ R⊥/R ⊕ A/R⊥ ≃ R[x]/x2 ⊕ R/R⊥

identifying A/R⊥ with Rx via a 7→ φ(a)x, under which the orientation φ̃0 = φ ◦ pr3 of the left-hand side
corresponds to the orientation of Example 2.15, which extracts the coefficient of x. □

Corollary 6.6. For any d ⩾ 2, there is a canonical A1-equivalence

FGoror,0
d ≃ GrOd−2

on affine Z[ 1
2 ]-schemes.

Proof. Combine Propositions 5.6 and 6.5. □

7. The motivic hermitian K-theory spectrum

Fix a base scheme S. By a presheaf with framed transfers on SmS we mean a Σ-presheaf on
the ∞-category Corrfr(SmS) constructed in [EHK+21] (i.e., a presheaf that takes finite coproducts in
Corrfr(SmS) to products of spaces). We refer to [EHK+21, §3] for the definition of the ∞-categories
Hfr(S) and SHfr(S) of framed motivic spaces and framed motivic spectra over S. The general reconstruc-
tion theorem [Hoy21, Theorem 18] states that the “forget transfers” functor implements an equivalence

SHfr(S) ≃ SH(S)
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between the symmetric monoidal ∞-categories of framed motivic spectra and of motivic spectra. In
particular, for any E ∈ SH(S), the presheaf of spaces Ω∞T E has a canonical structure of framed transfers.
We will abusively denote by Σ∞T,fr the composite functor

PShΣ(Corrfr(SmS))→ Hfr(S)
Σ∞T,fr
−−−→ SHfr(S) ≃ SH(S).

Let Corrfgor,or(SchS) be the symmetric monoidal (2, 1)-category of oriented finite Gorenstein corre-
spondences: its objects are S-schemes and its morphisms are spans

Z

X Y

f g

where Z ∈ FGoror(X), that is, f is finite locally free and equipped with a trivialization ω f ≃ OZ (see
Definition 2.1). The symmetric monoidal structure is given by the product of S-schemes (for two finite
locally free morphisms f : Z → X and f ′ : Z′ → X′ over S, the dualizing sheaf ω f×S f ′ is the external
tensor product ω f ⊠S ω f ′ , so trivializations of ω f and ω f ′ induce a trivialization of ω f×S f ′ ). The wide
subcategory where f is finite syntomic is the (2, 1)-category Corrfsyn,or(SchS) of oriented finite syntomic
correspondences considered in [EHK+20b, §4.2]. We write Corrfgor,or(SmS) for the full subcategory
spanned by the smooth S-schemes.

The presheaf on Corrfgor,or(SchS) represented by S is the presheaf of groupoids FGoror, which is
therefore a commutative monoid in PShΣ(Corrfgor,or(SchS)) (with respect to the Day convolution). We
observe that the presheaf of groupoids Vectsym can also be promoted to a commutative monoid object
in PShΣ(Corrfgor,or(SchS)). Given a finite Gorenstein morphism f : Z→ X with orientation φ : f∗OZ →

OX, we have a pushforward functor

f∗ : Vectsym(Z)→ Vectsym(X), (E,B) 7→ ( f∗E, φ ◦ f∗B).

This pushforward is compatible with composition, base change, and the tensor product (it satisfies a
projection formula) up to canonical isomorphisms. Since Vectsym is an ordinary groupoid, it is straight-
forward to check the coherence of these canonical isomorphisms, which gives Vectsym the structure of
a commutative monoid in PShΣ(Corrfgor,or(SchS)). Finally, the forgetful map η : FGoror → Vectsym can
be uniquely promoted to a morphism of commutative monoids in PShΣ(Corrfgor,or(SchS)), since FGoror

is the initial such object. We will write FGoror
S and Vectsym

S for the restrictions of these presheaves to
smooth S-schemes.

By Lemma 7.1 below (see also [BW21, Theorem A.1]), the determinant det : Krk=0 → Pic defines a
symmetric monoidal forgetful functor

Corrfr(SchS)→ Corrfsyn,or(SchS) ⊂ Corrfgor,or(SchS).

We can therefore regard FGoror and Vectsym as commutative monoids in PShΣ(Corrfr(SchS)).

Lemma 7.1. Let f be a finite syntomic map, L f its cotangent complex, and ω f its relative dualizing
sheaf. Then there is a canonical isomorphism

det(L f ) ≃ ω f .

Moreover, this isomorphism is compatible with base change and composition in the obvious way.

Proof. By [Stacks, Tag 0FKD], there is such a family of isomorphisms for f a finite syntomic morphism
between noetherian schemes. Since they are compatible with base change, they uniquely determine the
desired isomorphisms for f between qcqs schemes (by noetherian approximation), whence between
arbitrary schemes by descent. □

Remark 7.2. Lemma 7.1 holds more generally if f is any quasi-smooth morphism of derived schemes,
with ω f = f !(O), but the proof is more complicated (in fact, the functor f ! seems not to have been
defined in this generality, although one can also define ω f more directly).
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In [Sch17], Schlichting defined the Grothendieck–Witt spectrum of a qcqs Z[ 1
2 ]-scheme S; we shall

denote by GW(S) its underlying space.2 The presheaf GW is then a Nisnevich sheaf [Sch17, Theorem
9.6], and it is A1-invariant on regular schemes [Sch17, Theorem 9.8]. By the example in [Sch17, p. 1781]
and by [Sch10, Remark 4.13], for R a Z[ 1

2 ]-algebra there is a natural equivalence

GW(R) ≃ Vectsym(R)gp.

In particular, we have an equivalence GW ≃ LZarVectsym,gp making GW into a presheaf of E∞-ring
spaces. By [Sch17, Remark 5.9 and Theorem 9.10], we have a chain of equivalences of GW-modules:

GW ≃ GW[−4]
≃ Ω4

P1GW.

The element 1 in the left-hand side gives a canonical element β̃ : (P1)∧4 → GW, called the hermitian
Bott element. The above equivalence means that GW is β̃-periodic in the sense of [Hoy20, Section 3].

Let S be a scheme with 2 ∈ O(S)×. We define the motivic hermitian K-theory spectrum KQS ∈ SH(S)
as the motivic spectrum associated with the T∧4-prespectrum

(LmotGWS,LmotGWS, . . . ),

where GWS is the restriction of GW to SmS, with structure maps LmotGWS → Ω
4
TLmotGWS induced by

the hermitian Bott element. Since the structure maps are GWS-module maps, we can regard KQS as an
object of ModGW(SH(S)). We write kqS for the very effective cover of KQS.

Note that when S is regular, then GWS ≃ LmotGWS and the above prespectrum is already a spectrum;
in that case, KQS was originally defined by Hornbostel [Hor05]. We refer to Proposition 7.6 below for
a justification of our definition in general.

Remark 7.3. There is work in progress by B. Calmès, Y. Harpaz and the third author on constructing
the motivic hermitian K-theory spectrum over base schemes where 2 need not be invertible [CHN22].
All of the results below remain valid without that assumption (in Proposition 7.8(2), one must however
use skew-symmetric instead of alternating forms).

Lemma 7.4. Let S be a regular Z[ 1
2 ]-scheme. Then the object KQS ∈ ModGW(SH(S)) has a unique

structure of E∞-algebra lifting the E∞-ring structure of GWS.

Proof. Since S is regular we have KQS = (GWS,GWS, . . . ). The action of β̃ on KQS is given levelwise
by its action on GWS, and hence it is invertible. The motivic spectrum KQS is thus β̃-periodic in
the sense of [Hoy20, Section 3]. By [Hoy20, Proposition 3.2], there is an equivalence of symmetric
monoidal∞-categories

Σ∞T (−)[β̃−1] : Pβ̃ModGW(H∗(S))⇄ Pβ̃ModGW(SH(S)) : Ω∞T ,

where Pβ̃ModGW on either side denotes the subcategory of β̃-periodic GW-modules. Since Ω∞T KQS ≃

GWS, this proves the claim. □

By construction, there is a T∧4-prespectrum of presheaves on all Z[ 1
2 ]-schemes whose restriction

to SmS gives KQS for all S. This implies that S 7→ KQS is a section of the cocartesian fibration over
Schop

Z[ 1
2 ]

classified by SH(−). In particular, for any morphism of Z[ 1
2 ]-schemes f : T → S, we have a

canonical comparison map f ∗(KQS)→ KQT in SH(T).

Lemma 7.5. For any morphism of Z[ 1
2 ]-schemes f : T→ S, the canonical map f ∗(KQS)→ KQT is an

equivalence.

2In loc. cit., Schlichting works with schemes admitting an ample family of line bundles, but remarks that this assumption can
be removed if one uses perfect complexes instead of strictly perfect complexes. In any case, Schlichting’s setting suffices for our
purposes, since it suffices to define the motivic localization of GW.
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Proof. The functor f ∗ is compatible with spectrification, motivic localization, and group completion.
Hence, it suffices to show that the canonical map f ∗(Vectsym

S ) → Vectsym
T is a motivic equivalence of

presheaves on SmT. In fact, it is a Zariski-local equivalence by [EHK+20b, Proposition A.0.4], since
Vectsym is a smooth algebraic stack with affine diagonal. □

Combining Lemmas 7.4 and 7.5, we obtain a canonical E∞-ring structure on KQS for any Z[ 1
2 ]-

scheme S, which is compatible with base change (an E∞-ring structure on KQS was also constructed in
this generality by Lopez-Avila in [LÁ17]; we suspect but do now know that it is equivalent to ours).

Next, we show that the motivic spectrum KQS represents Karoubi–Grothendieck–Witt theory made
A1-homotopy invariant:

Proposition 7.6. Let S be a qcqs scheme with 2 ∈ O(S)× and let n ∈ Z. Then there is a natural
equivalence of spectra (and of E∞-ring spectra if n = 0)

Γ(S,Σn
TKQ) ≃ (LA1GW[n])(S),

where GW[n] is the nth shifted Karoubi–Grothendieck–Witt spectrum [Sch17, Definition 8.6].

Proof. We start with the observation that the restriction of the Bott element β ∈ GW[1](P1) defined in
[Sch17, §9.4] to either A1 or P1 − 0 is canonically null-homotopic. This gives rise to the following four
variations on the domain of the Bott element, which are all motivically equivalent:

T = A1/Gm P1/(P1 − 0) P1/∞

ΣGm GW[1].

β
β

β

Let us write GW for the Grothendieck–Witt spectrum and GW⩾0 for its connective cover. We consider
the following four “periodic” prespectra with structure maps given by β̃ = β4:

(A) (GW,GW, . . . ),
(B) (GW⩾0,GW⩾0, . . . ),
(C) (GW,GW, . . . ),
(D) (GW,GW, . . . ).

Here, (A) is a prespectrum in presheaves of pointed spaces, which defines KQ, whereas (B)–(D) are
prespectra in presheaves of spectra. Note also that (A), (C), and (D) are (P1)∧4-spectra, by the projective
bundle formula [Sch17, Theorem 9.10]. Since GW[n] is a Nisnevich sheaf of spectra on qcqs schemes
[Sch17, Theorem 9.6], its motivic localization is given by LA1GW[n]. Moreover, since LA1 commutes
withΩP1 andΩP1GW[n] ≃ GW[n−1], we see that the motivic spectrum defined by (D) satisfies the desired
conclusion. It will thus suffice to show that (A)–(D) all define the same motivic spectrum. The fact that
we get an equivalence of E∞-rings when n = 0 follows by repeating the proof of Lemma 7.4 with
LA1GW instead of GW.

The maps (B)→ (C)→ (D) become equivalences after (ΣGm)∧4-spectrification, since the maps

Ωn
ΣGm

GW⩾0 → Ω
n
ΣGm

GW→ Ωn
ΣGm

GW

induce isomorphisms on πi for i ⩾ −n [Sch17, Proposition 9.3(1)]. Hence, the motivic spectra associated
with (B), (C), and (D) are the same. Furthermore, since LA1 commutes with spectrification, we see that
the motivic spectrum associated with (B) can be obtained in two steps: first apply LA1 and then (ΣGm)∧4-
spectrify. AsΩ∞ preserves sifted colimits of connective spectra, this explicit formula for the localization
of (B) implies that the motivic spectra associated with (A) and (B) are identified under the equivalence
between T∧4-spectra in motivic spaces and in motivic S1-spectra (which is implemented by the functor
Ω∞ levelwise). This completes the proof. □
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Proposition 7.7. Assume 2 ∈ O(S)×.

(1) There is an equivalence of E∞-ring spectra

KQS ≃ (Σ∞T,frVectsym
S )[β̃−1].

(2) If S is regular over a field, there is an equivalence of E∞-ring spectra

kqS ≃ Σ
∞
T,frVectsym

S .

Proof. Since GW is a Nisnevich sheaf, which is given by Vectsym,gp on affine schemes, we have GW =

LNisVectsym,gp. Since Nisnevich sheafification preserves presheaves with oriented finite Gorenstein trans-
fers (cf. [EHK+21, Proposition 3.2.4]), the T∧4-prespectrum defining KQS is a GWS-module with ori-
ented finite Gorenstein transfers. In particular, it defines a GWS-module in framed motivic spectra
whose underlying motivic spectrum is KQS. Repeating the proof of Lemma 7.4 in the framed setting,
we see that KQS ≃ (Σ∞T,frVectsym

S )[β̃−1] as E∞-rings when S is regular. By Lemma 7.5, the left-hand
side is stable under base change. The right-hand side is stable under base change as well by [Hoy21,
Lemma 16], which proves (1) in general. The proof of (2) uses the motivic recognition principle and is
identical to the proof of [HJN+21, Corollary 5.2]. □

We have analogous results with the shifted Grothendieck–Witt space GW[2]. For a Z[ 1
2 ]-scheme S,

we define KSpS ∈ ModGW(SH(S)) to be the motivic spectrum associated with the T∧4-prespectrum

(LmotGW
[2],LmotGW

[2], . . . ),

with structure maps induced by β̃. We write kspS for the very effective cover of KSpS.

For a Z[ 1
2 ]-algebra R, we have

GW[2](R) ≃ Vectalt(R)gp

where Vectalt is the stack of non-degenerate alternating bilinear forms. Since the latter is a smooth
algebraic stack with affine diagonal, we deduce as in Lemma 7.5 that KSpS is stable under arbitrary
base change. From the equivalence Ω2

P1GW
[2]
≃ GW, it follows immediately that

KSpS ≃ Σ
2
TKQS

when S is regular, whence in general by base change.

Arguing exactly as in Proposition 7.7, we obtain the following result:

Proposition 7.8. Assume 2 ∈ O(S)×.

(1) There is an equivalence of KQS-module spectra

KSpS ≃ (Σ∞T,frVectalt
S )[β̃−1].

(2) If S is regular over a field, there is an equivalence of kqS-module spectra

kspS ≃ Σ
∞
T,frVectalt

S .

Remark 7.9. Combining Propositions 7.7 and 7.8, we find

KQS ⊕ KSpS ≃ Σ
∞
T,fr

(
Vectsym

S × Vectalt
S
)
[β̃−1].

One can easily check that the groupoid Vectsym × Vectalt has a symmetric monoidal structure given by
tensoring bilinear forms, which is compatible with the oriented finite Gorenstein transfers. We deduce
that KQS ⊕ KSpS has an E∞-ring structure such that the summand inclusion KQS → KQS ⊕ KSpS is an
E∞-map.

Remark 7.10. Recall that MSLS ≃ Σ
∞
T,frFSynor

S [EHK+20b, Theorem 3.4.3]. Hence, by Proposition 7.7,
the forgetful map FSynor → Vectsym induces a morphism of E∞-ring spectra

MSLS → KQS

for any Z[ 1
2 ]-scheme S, which factors through kqS since MSLS is very effective.
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Remark 7.11. The oriented finite Gorenstein transfers in hermitian K-theory are known to not fully
depend on the trivialization of the dualizing line ω f , but only on a choice of square root ω f ≃ L⊗2.
Correspondingly, the coherent SL-orientation of KQS from Remark 7.10 can be improved to an SLc-
orientation. Define the presheaf KSLc

: Schop → Spc by the pullback square

KSLc
K

Pic Pic,

det

2

where Pic(X) is the groupoid of invertible sheaves on X. The motivic E∞-ring spectrum MSLc is the
Thom spectrum associated with the composition

KSLc
×Z {0} → K→ Pic(SH),

in the sense of [BH21, Section 16]. By [EHK+20b, Theorem 3.3.10], there is an equivalence of E∞-rings

MSLc ≃ Σ∞T,frFSync

where FSync(X) is the groupoid of triples (Z,L, λ) with Z a finite syntomic X-scheme, L an invertible
sheaf on Z, and λ : ωZ/X ≃ L⊗2. There is a map FSync → Vectsym sending (Z,L, λ) to f∗(L), where
f : Z→ X is the structure map, with the symmetric bilinear form

f∗(L) ⊗ f∗(L)→ f∗(L⊗2)
λ
≃ f∗(ωZ/X)→ OX.

This induces an E∞-SLc-orientation MSLc → KQ refining the SL-orientation of Remark 7.10.

Combining Proposition 7.7 and Theorem 3.1, we obtain a description of the motivic hermitian K-
theory spectrum in terms of oriented Gorenstein algebras:

Theorem 7.12. Assume 2 ∈ O(S)×.

(1) There is an equivalence of E∞-ring spectra

KQS ≃ (Σ∞T,frFGoror
S )[β̃−1],

where β̃ ∈ π8,4Σ
∞
T,frFGoror

S is transported through the equivalence of Theorem 3.1.
(2) If S is regular over a field, there is an equivalence of E∞-ring spectra

kqS ≃ Σ
∞
T,frFGoror

S .

8. TheMilnor–Witt motivic cohomology spectrum

Let S be a scheme that is pro-smooth over a field or over a Dedekind scheme (i.e., S is locally a
cofiltered limit of smooth schemes; for example, by Popescu’s theorem [Stacks, Tag 07GC], S is regular
over a field). The Milnor–Witt motivic cohomology spectrum HZ̃S ∈ SH(S) is defined by

HZ̃S = π
eff
0 (1S),

where πeff
∗

are the homotopy groups in the effective homotopy t-structure on SHeff(S) (whose connective
part is the subcategory SHveff(S) of very effective motivic spectra). This definition is due to Bachmann
[Bac17, Bac22a], and it is known to be equivalent to the original definition of Calmès and Fasel over
a perfect field of characteristic not 2 [BF18]. Note that HZ̃S is an E∞-ring spectrum (even a normed
spectrum, see [BH21, Proposition 13.3]) that is stable under pro-smooth base change.

For S as above, we define a presheaf of rings GWS on SmS in two cases:

(1) if S is over a perfect field k, GWS is the Zariski sheafification of the left Kan extension of the
sheaf of unramified Grothendieck–Witt rings over Smk defined by Morel [Mor12, §3.2];

(2) if 2 ∈ O(S)×, GWS is the Nisnevich sheafification of the presheaf of Grothendieck–Witt rings,
i.e., GWS = LNisπ0Vectsym,gp

S .
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Note that these two definitions agree when they both apply (see the proof of [BH21, Theorem 10.12]).
We can promote GWS to a commutative monoid in presheaves with framed transfers as follows. In
case (1), since GW = (KMW

3 )−3, [BY20, Theorem 5.19] implies that GWk admits a unique structure of
presheaf with framed transfers compatible with its GWk-module structure and extending Morel’s trans-
fers for monogenic field extensions [Mor12, §4.2]. In case (2), GWS inherits oriented finite Gorenstein
transfers from Vectsym. The uniqueness of the framed transfers in (1) implies that they agree with those
in (2) when 2 is invertible.

Remark 8.1. Over a field of characteristic 2, there is a canonical epimorphism of Nisnevich sheaves
LNisπ0Vectsym,gp → GW, but we do not know if it is an isomorphism (see [BEH+21, Remark 4.7]).

Lemma 8.2. Let S be pro-smooth over a field or a Dedekind scheme. If S has mixed characteristic,
assume also that 2 ∈ O(S)×. Then there is an equivalence Ω∞T,frHZ̃S ≃ GWS of commutative monoids in
PShΣ(Corrfr(SmS)).

Proof. In the equicharacteristic case, it suffices to prove the result over a perfect field. By [Bac17, Propo-
sition 4(3)], HZ̃ is the effective cover of π0(1)∗, and hence we have isomorphisms of rings Ω∞T HZ̃ ≃
π0(1)0 ≃ GW. It remains to compare the framed transfers on either side. By [BY20, Corollary 5.17], it
suffices to compare the transfers induced by a monogenic field extension K ⊂ L with chosen generator
a ∈ L. This was done in the proof of [EHK+20a, Proposition 4.3.17].

Assume now that 2 ∈ O(S)×. By [Bac22a, Definition 4.1 and Corollary 4.9], we have an isomorphism
Ω∞T HZ̃S ≃ GWS such that the following square commutes, where kqfr

S = Σ
∞
T,frVectsym,gp

S :

Vectsym,gp
S Ω∞T kqfr

S

GWS Ω∞T HZ̃S.

unit

≃

The top and left arrows are morphisms of presheaves with framed transfers by definition, and so is the
right vertical arrow since it is Ω∞T of the morphism kqfr

S → πeff
0 kqfr

S ≃ HZ̃S. Using the compatibility of
the Nisnevich topology with framed transfers [EHK+21, Proposition 3.2.14], we deduce that the bottom
isomorphism is compatible with framed transfers. □

The next theorem is the analogue of [Hoy21, Theorem 21] for Milnor–Witt motivic cohomology. We
are grateful to Tom Bachmann for providing the rigidity argument in the mixed characteristic case.

Theorem 8.3. Let S be pro-smooth over a field or a Dedekind scheme. If S has mixed characteristic,
assume also that 2 ∈ O(S)×. Then there is an equivalence of motivic E∞-ring spectra HZ̃S ≃ Σ

∞
T,frGWS

in SH(S).

Proof. The equivalence Ω∞T,frHZ̃S ≃ GWS of Lemma 8.2 induces a canonical E∞-map

Σ∞T,frGWS → HZ̃S

in SH(S). Since both sides are compatible with pro-smooth base change, it is enough to show that it is
an equivalence when S is a perfect field or a Dedekind domain. In the former case, the result follows
directly from the motivic recognition principle [EHK+21, Theorem 3.5.14], since HZ̃S is very effective.
Let us therefore assume that S is a Dedekind domain with 2 ∈ O(S)×. By [BH21, Proposition B.3], it
suffices to show that both Σ∞T,frGWS and HZ̃S are stable under base change to the residue fields. For HZ̃S,
this holds by [Bac22a, Theorem 4.4]. For Σ∞T,frGWS, in view of [Hoy21, Lemma 16], it suffices to show
that the canonical map s∗(GWS) → GWκ(s) in PSh(Smκ(s)) is a motivic equivalence for all s ∈ S. Since
GW ≃W ×Z/2 Z and Witt groups satisfy rigidity for henselian local Z[ 1

2 ]-algebras [Jac18, Lemma 4.1],
this follows from Lemma 8.5 below. □
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Remark 8.4. The proof of Theorem 8.3 shows that HZ̃S ≃ Σ
∞
T,frGWS for any Z[ 1

2 ]-scheme S, if one
defines HZ̃S by base change from Spec Z and GWS as LNisπ0Vectsym,gp

S .

We say that a presheaf F ∈ PSh(SchS) is finitary if it transforms limits of cofiltered diagrams of qcqs
schemes with affine transition maps into colimits. We say that F satisfies rigidity for a henselian pair
(A, I) if the map F(A)→ F(A/I) is an equivalence.

Lemma 8.5 (Bachmann). Let F ∈ PSh(SchS) be a finitary presheaf satisfying rigidity for all pairs (A, I)
where A is an essentially smooth henselian local ring over S. Suppose either that S is locally of finite
Krull dimension or that F is truncated. For X ∈ SchS, denote by FX the restriction of F to SmX. Then,
for every morphism f : Y→ X in SchS, the canonical map

f ∗(FX)→ FY

in PSh(SmY) is a motivic equivalence.

Proof. Note that the statement depends only on the Nisnevich sheafification of F, so we are free to
assume that F(∅) = ∗. By 2-out-of-3, we can assume X = S. Since the question is local on Y and F is
finitary, we can further assume that Y is a closed subscheme of An

S. Replacing S by An
S, we see that it

suffices to prove the result for a closed immersion i : Z ↪→ S. Let j : U ↪→ S be its open complement
and consider the commutative square

j♯FU FS

U i∗FZ

in PSh(SmS). We claim that this square is a Nisnevich-local pushout square. If F is truncated, this is
a square of truncated presheaves, so the claim can be checked on stalks; the same is true if S is locally
of finite dimension by [CM21, Corollary 3.27]. Using that F is finitary, the stalks over an essentially
smooth henselian local scheme X are given by

F(X) F(X)

∗ F(∅)

or
∅ F(X)

∅ F(XZ),

depending on whether XZ is empty or not. Since F is rigid and satisfies F(∅) = ∗, this proves the claim.
On the other hand, by the Morel–Voevodsky localization theorem, the square

j♯FU FS

U i∗i∗FS

is motivically cocartesian (see [MV99, 3 Theorem 2.21] or [Hoy21, Corollary 5]). It follows that the
canonical map i∗i∗FS → i∗FZ is a motivic equivalence. Since i∗ commutes with Lmot for presheaves
satisfying F(∅) = ∗ and since i∗ : H(Z)→ H(S) is fully faithful, we deduce that i∗FS → FZ is a motivic
equivalence, as desired. □

9. Modules over hermitian K-theory

We begin with a straightforward adaptation of Bachmann’s cancellation theorem for finite flat corre-
spondences [Bac21] to Gorenstein and oriented Gorenstein correspondences.

Let k be a perfect field and C be a motivic ∞-category of correspondences over k, in the sense
of [Bac21, Definition 2.1] (our primary interest is the example C = Corrfgor,or(Smk)). We denote by
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hC(X) ∈ PShΣ(C) the presheaf represented by a smooth k-scheme X, by HC(k) ⊂ PShΣ(C) the full
subcategory of A1-invariant Nisnevich sheaves, and by SHC(k) the∞-category of T-spectra in HC(k)∗.

Recall that:

• C satisfies cancellation if the functor hC(Gm, 1) ⊗ (−) : HC(k)gp → HC(k)gp is fully faithful;
• C satisfies rational contractibility if the presheaf hC((Gm, 1)∧n)gp on Smk is rationally con-

tractible for all n ⩾ 1.

The following result is only new in the cases of Gorenstein and oriented Gorenstein correspondences,
but the same proof works in all cases.

Proposition 9.1. Let k be a perfect field. Let C be the ∞-category of smooth k-schemes and correspon-
dences of one of the following types:

(1) finite flat;
(2) finite Gorenstein;
(3) finite syntomic;
(4) oriented finite Gorenstein;
(5) oriented finite syntomic;
(6) framed finite syntomic.

Then C satisfies cancellation and rational contractibility.

Proof. The case of finite flat correspondences is [Bac21, Theorem 3.5 and Proposition 3.8]. Essentially
the same argument applies to all the other cases.

For cancellation, we use the criterion [Bac21, Proposition 2.16] with G = hC(Gm). The object
hC(Gm, 1) is symmetric in HC(k), because HC(k) is prestable [Bac21, Lemma 2.10] and Σ(Gm, 1) is
already symmetric in H(k)∗. We then need to construct, for each Y ∈ Smk, a map

ρ : Hom(Gm,LmothC(Gm × Y)gp)→ LmothC(Y)gp.

in HC(k)gp satisfying some conditions.

For m, n ⩾ 0, we define

g+m : Gm ×Gm → A1, g+m(t1, t2) = tm
1 + 1,

g−m : Gm ×Gm → A1, g+m(t1, t2) = tm
1 + t2,

h±m,n : A1 ×Gm ×Gm → A1, h±m,n(s, t1, t2) = sg±n (t1, t2) + (1 − s)g±m(t1, t2).

(Thus, h±m,n is the straight-line homotopy from g±m to g±n .) Given a span Gm × X ← Z → Gm × Y and
m, n ⩾ 0, we let Z±m ⊂ Z and Z±m,n ⊂ A1 × Z be the derived vanishing loci of the functions

Z→ Gm ×Gm
g±m
−−→ A1 and A1 × Z→ A1 ×Gm ×Gm

h±m,n
−−−→ A1.

The fibers of Z±m,n over 0 and 1 in A1 are Z±m and Z±n , respectively.

By [Bac21, Corollary 3.4], if Z is finite flat over Gm × X, then Z±m,n is finite flat over A1 × X for m, n
large enough. For i ⩾ 0, let

FC
i (Y) ⊂ Hom(Gm, hC(Gm × Y))

be the subpresheaf consisting of spans Gm × X ← Z → Gm × Y such that Z+m,n and Z−m,n are finite flat
over A1 × X for all n,m ⩾ i; this is an exhaustive filtration of Hom(Gm, hC(Gm × X)) in PShΣ(C).

Since Z±m,n is cut out by a single equation in A1 × Z, the closed immersion Z±m,n ↪→ A1 × Z is quasi-
smooth with trivialized conormal sheaf. On the other hand, the projection A1 × Gm × X → A1 × X
is smooth with trivialized cotangent sheaf. Hence, if Z → Gm × X is framed quasi-smooth, oriented
quasi-smooth, quasi-smooth, or has trivialized or invertible dualizing sheaf, then the same holds for
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Z±m,n → A1 ×X (this is essentially the only new observation needed compared to the finite flat case). For
m, n ⩾ i, we can therefore define

ρ±m : FC
i (Y)→ hC(Y) and ρ±m,n : FC

i (Y)→ hC(Y)A1

by sending a C-correspondence Gm × X ← Z → Gm × Y to the C-correspondences X ← Z±m → Y
and A1 × X ← Z±m,n → Y, respectively. Note that ρ±m,n is an A1-homotopy between ρ±m and ρ±n . The
morphisms

ρ±i : FC
i (Y)→ hC(Y)

and the A1-homotopies ρ±i,i+1 induce in the colimit a pair of morphisms

ρ± : Hom(Gm, hC(Gm × Y))→ LA1 hC(Y).

We let
ρ = ρ+ − ρ− : Hom(Gm, hC(Gm × Y))→ LA1 hC(Y)gp.

By [Bac21, Proposition 2.8], the canonical map

Hom(Gm, hC(Gm × Y))gp → Hom(Gm,LmothC(Gm × Y)gp)

is a motivic equivalence, so we obtain an induced morphism

ρ : Hom(Gm,LmothC(Gm × Y)gp)→ LmothC(Y)gp.

We now check that ρ satisfies conditions (1)–(3) of [Bac21, Proposition 2.16]. Conditions (1) and (2)
follow from the corresponding facts about ρ±m,n, namely, the commutativity of the triangle

hC(U) ⊗ Fi(Y) ⊗ hC(A1)

Fi(U × Y) ⊗ hC(A1) hC(U × Y)

id⊗ρ±m,n

ρ±m,n

and the naturality of ρ±m,n in Y ∈ Smk. As in the proof of [Bac21, Theorem 3.5], condition (3) reduces to
the existence of an A1-homotopy

ρ+2 (idGm ) ≃A1 id + ρ−2 (idGm )
between endomorphisms of Spec k in C. Here, ρ+2 (idGm ) and ρ−2 (idGm ) are the framed finite syntomic k-
schemes Spec k[t]/(t2+1) and Spec k[t]/(t2+ t), respectively. Let H ⊂ A2 = Spec k[s, t] be the vanishing
locus of t2+st+1−s. Then H is framed finite syntomic over A1 = Spec k[s] and defines an A1-homotopy
from ρ+2 (idGm ) to id + ρ−2 (idGm ), as desired.

For rational contractibility, the proof of [Bac21, Proposition 3.8] applies with no significant changes.
Indeed, one can replace hfflat by hC in the statement and proof of [Bac21, Proposition 3.7]: it suffices to
note that the morphism s : hfflat(X) → Ĉ1hfflat(X) constructed in loc. cit. extends in an obvious way to a
morphism s : hC(X)→ Ĉ1hC(X). □

We can now prove the universality of hermitian K-theory as a generalized motivic cohomology theory
with oriented finite Gorenstein transfers, in the following strong sense.

Theorem 9.2. Let k be a field of exponential characteristic e , 2. Then there is an equivalence of
symmetric monoidal∞-categories

ModkqSH(k)[ 1
e ] ≃ SHfgor,or(k)[ 1

e ],

which is compatible with the forgetful functors to SH(k).

Proof. The symmetric monoidal forgetful functor γ : Corrfr(Smk) → Corrfgor,or(Smk) gives rise to an
adjunction

γ∗ : SH(k) ≃ SHfr(k)⇄ SHfgor,or(k) : γ∗
where the left adjoint γ∗ is symmetric monoidal. We claim that the right adjoint γ∗ sends the unit to
the E∞-algebra kq. To prove this, since γ∗ commutes with pro-smooth base change, we can assume
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that k is perfect. Then the cancellation and rational contractibility properties of the category of oriented
Gorenstein correspondences obtained in Proposition 9.1, together with [Bac21, Corollary 2.20], imply
that

γ∗(1) ≃ Σ∞T,frFGoror
k .

As we showed in Theorem 7.12, Σ∞T,frFGoror
k ≃ kq.

We therefore obtain an induced adjunction

Modkq(SH(k))⇄ SHfgor,or(k),

which we claim is an equivalence after inverting e. Since the right adjoint is conservative, it suffices to
show that the left adjoint is fully faithful. By construction, the unit of the adjunction is an equivalence
on the unit object kq, hence on any dualizable object. But SH(k)[ 1

e ] is generated under colimits by
dualizable objects [EK19, Theorem 3.2.1], so the claim follows. □

10. Summary of framed models for motivic spectra

In this final section, we offer a summary of the known geometric models for the most common
motivic spectra. For simplicity, we first state the results in the regular equicharacteristic case; for the
state of the art see Remark 10.2.

Theorem 10.1. Let S be a regular scheme over a field. Then the forgetful maps of E∞-semirings

FSyn FFlat Vect Z

FSynfr FSynor FGoror Vectsym GW

induce, upon taking framed suspension spectra, canonical maps of motivic E∞-ring spectra over S
(assuming 2 ∈ O(S)× for kq):

MGL kgl kgl HZ

1 MSL kq kq HZ̃.

≃

≃

Proof. The functor Σ∞T,fr is symmetric monoidal, so it takes the unit FSynfr in presheaves with framed
transfers to the unit 1 in motivic spectra. The leftmost vertical arrow is a consequence of [EHK+20b,
Theorems 3.4.1 and 3.4.3]. The top row is contained in [HJN+21, Corollary 5.2, Theorem 5.4] and
[Hoy21, Theorem 21], while the bottom row follows from Proposition 7.7, Theorem 7.12, and Theo-
rem 8.3. □

Remark 10.2. The statements about 1, MSL, MGL, and HZ in Theorem 10.1 are in fact proved over
general base schemes in the given references. The statement about HZ̃ holds under the assumption of
Theorem 8.3, and the statements about kgl and kq were recently extended by Bachmann to the same
generality [Bac22b].

Corollary 10.3. On the level of infinite P1-loop spaces, the diagram of motivic spectra in Theorem 10.1
is the motivic localization of the following diagram of forgetful maps (up to the Nisnevich-local plus
construction for the left half in characteristic zero):

Z × Hilblci
∞ (A∞) Z × Hilb∞(A∞) Z

Z × Hilbfr
∞(A∞) Z × Hilblci,or

∞ (A∞) Z × HilbGor,or
∞ (A∞) GW.
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Proof. This follows from Theorem 10.1 using [BEH+21, Theorems 1.2 and 1.5], [HJN+21, Corol-
lary 4.5], and Corollary 5.4. □

Let us conclude with some comments on the “canonical maps” in Theorem 10.1. First, we note that
the E∞-maps to HZ̃ and HZ in the diagram are all unique. For HZ̃, this is because HZ̃ = πeff

0 (1) and the
unit maps of all the spectra in the lower row induce equivalences on πeff

0 (cf. [Yak19, Corollary 3.6.7]).
Similarly, we have HZ = s0(1) [Lev08, Theorem 10.5.1] and the unit maps of all spectra except HZ̃
induce equivalences on s0 (see [Spi18, Remark 10.2], [BH21, Example 16.35], and [ARØ20, Theorem
3.2]). The E∞-map HZ̃ → HZ is also unique since HZ is in the heart of the effective homotopy t-
structure.

The E∞-map MGL → kgl in Theorem 10.1 was shown in [HJN+21, Proposition 6.2] to induce the
usual Thom classes in algebraic K-theory, i.e., it is an E∞ refinement of the usual orientation map
obtained from the universal property of MGL as a homotopy commutative ring spectrum [PPR08,
Theorem 2.7]. A similar argument will show that the E∞-map MSL → kq induces the usual Thom
classes of oriented vector bundles in Grothendieck–Witt theory, once one promotes the forgetful map
FQSmor,4∗ → Perfsym to a morphism of framed E∞-semirings (which requires some work but should
present no essential difficulty). By [PW22, Theorem 5.9], it is known that there exists at least one unital
morphism MSL→ kq inducing the usual Thom classes in Grothendieck–Witt theory, but its uniqueness
and multiplicativity properties are unclear.

To the best of our knowledge, the existence of E∞-maps MGL→ kgl and MSL→ kq was not known
before the main result of [EHK+20b], which describes MGL and MSL as framed suspension spectra.
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[BLR90] S. Bosch, W. Lütkebohmert, and M. Raynaud, Néron Models, Springer, 1990
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[JŠ21] J. Jelisiejew and K. Šivic, Components and singularities of Quot schemes and varieties of commuting matrices, 2021,

arXiv:2106.13137
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[PPR08] I. Panin, K. Pimenov, and O. Röndigs, A universality theorem for Voevodsky’s algebraic cobordism spectrum, Ho-

mology Homotopy Appl. 10 (2008), no. 2, pp. 211–226, preprint arXiv:0709.4116
[PW22] I. Panin and C. Walter, On the algebraic cobordism spectra MSL and MSp, Algebra i Analiz 34 (2022), no. 1,

pp. 144–187, preprint arXiv:1011.0651
[Sch10] M. Schlichting, Hermitian K-theory of exact categories, J. K-theory 5 (2010), no. 1, pp. 105–165
[Sch17] , Hermitian K-theory, derived equivalences and Karoubi’s fundamental theorem, J. Pure Appl. Algebra 221

(2017), no. 7, pp. 1729–1844
[Spi18] M. Spitzweck, A commutative P1-spectrum representing motivic cohomology over Dedekind domains, Mém. Soc.

Math. Fr. 157 (2018), preprint arXiv:1207.4078
[ST15] M. Schlichting and G. S. Tripathi, Geometric models for higher Grothendieck–Witt groups in A1-homotopy theory,

Math. Ann. 362 (2015), no. 3, pp. 1143–1167
[Stacks] The Stacks Project Authors, The Stacks Project, http://stacks.math.columbia.edu
[Voe01] V. Voevodsky, Notes on framed correspondences, unpublished, 2001, https://www.math.ias.edu/vladimir/

node/98

[Yak19] M. Yakerson, The unit map of the algebraic special linear cobordism spectrum, J. Inst. Math. Jussieu (2019), pp. 1–
26, https://doi.org/10.1017/S1474748019000720

http://arxiv.org/abs/1711.05248
http://arxiv.org/abs/2002.11439
http://arxiv.org/abs/2103.13911
http://arxiv.org/abs/2106.13137
https://osnadocs.ub.uni-osnabrueck.de/bitstream/urn:nbn:de:gbv:700-2018030216685/7/thesis_lopez-avila.pdf
https://osnadocs.ub.uni-osnabrueck.de/bitstream/urn:nbn:de:gbv:700-2018030216685/7/thesis_lopez-avila.pdf
https://doi.org/10.1017/9781108183192
http://arxiv.org/abs/math/0510334
https://doi.org/10.1016/j.matpur.2016.11.004
https://doi.org/10.1016/j.matpur.2016.11.004
http://arxiv.org/abs/0905.0465
http://www.math.harvard.edu/~lurie/papers/HA.pdf
http://arxiv.org/abs/0709.4116
http://arxiv.org/abs/1011.0651
http://arxiv.org/abs/1207.4078
http://stacks.math.columbia.edu
https://www.math.ias.edu/vladimir/node/98
https://www.math.ias.edu/vladimir/node/98
https://doi.org/10.1017/S1474748019000720


HERMITIAN K-THEORY VIA ORIENTED GORENSTEIN ALGEBRAS 31

Fakultät fürMathematik, Universität Regensburg, Universitätsstr. 31, 93040 Regensburg, Germany
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